1. Functions
A function is a relation where every element in the domain gives
exactly one image.
A function is defined by its rule and domain.
eg fixi2x+35, x>0
—

rule xvalues in the domain of f( D)

Range of f, R, is the set of all images under f.

2.Graph & Transformation

1. Axial Intercepts
2. Stationary points (max/min/point of inflexion)
3. Asymptotes

Equation of a Circle:

(x=h) +(y=k)" =¢. (Standard Form)

Equation of an Ellipse:

& 7,'“) M =1. (Standard Form)
a b*
Equation of a Hyperbola:
‘ (e=h) (k) y=k) (=)
a b b a

Equation of a Parabola:

| (y=k) =da(x-h) (r—l:)::du(y—k]

3.Inequalities
1. If a»b and b>c, then a>c
2. If a>b, then a+c>b+c
{Change the inequality sign when we multiply or divide by a negative number)

4.8equence & Series

Arithmetic Prog G Progr s
given

u, =a+(n-d u, =ar""'
u™ term ais the first term, a is the first term, 4, =5, -5,

d is the common difference r is the common ratio

n

5, ==[2a+(n-Nd
ﬁ:;' o Z[2arin-nd] _a-r) P
n terms :g[‘.”,] 1=
Sum to Does not exist 5= b<1 S, exists provided
infinity (S, —> o as 1 —» =) = §, —» a constant as i —» ©
I;’I:;;' u, —u, , =aconstant ‘: -7 a constant NA.

5.Vectors

Algebra for scalars Vector Algebra

u+(—;):(—u)+u =0
u+=0+u=u
(u+v)+w=u+(v+w)
m(ma)=(mn)u

m(u+v) = mu+mv

X+y=y+x
1. | x+(=x)=(-x)+x=0
x+0=0+x=x
2. | (x+y)rz=x+(y+2)
3. | m(nx)=(mn)x

m(x+y)=mx+my

(m+n)x =mx+nx (m+nju=pm+nm
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Vector equation of line /: r=a+Am, AR
Vector equation of plane p (in Parametric Form):

r=at+Am+um, A, uelkR
Vector equation of plane p (in Scalar-Product Form):

r-n=0 where D =a-nisaconstant

Cartesian equation of plane:
ax+by+cz=D

6.Complex Numbers

z=x+ iy, where x and y are real numbers and =1
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No. | Property Proof

NGRS )= G-

=Gt

2 |z+:z*=2Re(2) s+t =(x+iy)+(x-iy)

=2x
=2Re(z)
3 z=z*=2ilm(z) ==y - (x=iy)
= 2iy
=2ilm(z)
4 |zmt=x+y

= =(x+iy)(x-iy)

Note that zz* is always real. =x"+y

5 |z=2* ozisral ) =(-p)ey=yeoy=0

6 [xwr=zrzw* [(x+ i) £ (u+i)]* = [(x£u) +ily £ v)]*
=(xtu)-iyxv)

=x-i)t{u-iv)

7.Maclaurin Series
f(x)= ('(0)+xf(0)+—f (0)+.. + f’"'<0)+

where the nth derlval]vc of fis denmcd by ' (x)

Small angle formula: sinx=x
cosx~l-£
T2
tanx=x
8.Differentiation
Chain Rule: Differentiation of Parametric Equations:
dy dy du dy dy_ dr
——X—. = e
T dn e If x=f£(1), y=g(t). thenclJr i xdt
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Tangents & Normals:

. dy
¢ Equation of tangentat P: y—y, =mix—x,) where m= L

¢ Equation of normal at P: y—y,

=y

1
=-—(x-x)
m

Rates of Change:

If y =f(x) and x is a function of time, r, then

b _dv

>(3 (chain rule) is the rate of change of y with
drdx dr

respect to time.

9.Integration

E x
Standard Forms }'f( ) dx By Parts
g(x)
f'(x) w Pemu [v B
jf de=Mnf (x)|+C dr dx
(x) Recall IK - [ 1D dr
[f ( ] * Use
Jf [f{ ] dy= mteg_ratlon by e Use LI ATE asa guide
n+l partial 1 ch
J-e, 2 F(x) de= KEWE l'ractiomsif o choose u.
polynomial
I 1 [ J g(x) can be e Only one of 2 functions are
3 factorised. integrable; choose the
¥aa clons other as u.
I J_ =sin '( ]
¢ Both integrable and one
1 1 |x-a o If g(x) is becomes a constant after
.I.X2 —at de= Zln x+a +C wadratic and repeated differentiation —
aix E:Inrlot be choose it as u.
Ia 2 dr= E]n a—x +C fachrised.
split - -
Itanx dy=1In |se:x| +C numerator ¢ Both integrable but neither
f(x) 10 becomes a constant after
Icm x dx=Insinx|+C repeated differentiation —
kg’(x) +m choose either as u.
Icosec xdr=-In |cosec x+cot x| an_d integrate | ¢ The::e is only one function
using and it can’t be integrated —
+C standard choose it as i and let
Isecxdx:lnlsecx+lanx|+(‘ forms. d_v:]_
dx

10.Differential Equation

(When C=-1)
1, 1, 1o 1,
x==y —=y'+C x=—y —=y'+2 (When C=2)
3 2 3 2
v=A(x+3) y=x+3 (When C=1)

_\‘=—%Sin2x+Ax+B _vz—%sinl\' (When A=0,B=0)
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11. Probability

Applicable to all forms Applicable limited 1o conditions

(a) P(AUB) = P(4) + P(B) - P(ANB) (b) P (AU B)=P(4)+P(B)

* use only when A and B are mutually exclusive

(c) PA) +P(A") =1

(d) P(A) = P(ANB) + P(ANB")
Use Venn diagram to derive this result

() P(A'NB") = P((AUB)') =1 - P(AUB)
Use Venn diagram to derive this result
(rather than memorise it).

_P(XAY) (2) P(Y|X)=P(Y)
CPY) * use only when X and ¥ are independent
or PIXN Y)=PX)P(Y|X)

(N P(X|Y)

(hy PCYNY) =P P(Y)
— derived by applying both (f) and (g) together
* use only when .X'and ¥ are independent

12. Permutation & Combination

PERMUTATIONS (Order important) COMBINATIONS (Order not important)

Arrange n from n distinct Select n from n distinct

N ! 'C,=1
objects " objects G
Arrange n from n objects, !
where some of them are
. : m!n! .
identical :

Arrange r from n distinct slec istinc
objects (r <) "p Select r from n distinct

(Repetition is not allowed) ’ objects (r<n) ’

Arrange r from n distinct r
objects (r<n)
(Repetition is allowed)

Arrange n distinct objects in
a circle, where the seats are
numbered.

Arrange n distinct objects in
a circle, where the seats are
not numbered.

]
1:(nfl]’
n

Select at least 1 object 271
from n distinet objects

13.Discrete Random Variables

P2

>l -%)
Y
Var(X):E(X—‘u}l, where u=E(X)
Var(X)=E[X-E(X)]
=E(X*)-[E(X)]
E(aX+b)=aE(X)+h
Var(a X +b)=a’ Var(X)

sample mean =X=

sample variance =

?
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14.Binomial Distribution

P(X = x):(t]p"'(l—p)"_xwherex =0,1,2,3,...,n

T— Probability of getting (n-x) tails (failures)

Probability of getting x heads (successes)
No. of ways of getting x heads (successes) and (n-x) tails

Conditions that give rise to a binomial distribution
1. There is a fixed number, n of repeated trials of an experiment.
2. Each trial results in 2 mutually exclusive outcomes, referred to as ‘success or “failure’.
3. The probability of a success, denoted by p, remains constant from trial to trial.

4. The n repeated trials are independent.

E(X)=np
Var(X)=np(1-p) or npg where g=1-p
15.Normal Distribution
If X is a continuous random variable,

PlasX<b)=P(asX<b)=Pla<X<b)=Pla<X<b)

2
(x g‘l'
\

o

o] —

, X €(=m,2)

RV N
)=
X ~N(u,6%)
Z~N(0,1)

16.Sampling

A random sample is one where
¢ cvery member of the population has an equal chance of being selected.
» the selections are independent of each other.
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Let X be a random variable such that

E(X)=u and Var(X)=a"

It can be easily shown that

X +X, + X, +
n
2) E(I')=ny and Var(T')=no’ where T'=X +X,+X,+--+X_ (the sample sum)

(48] E(Y):_u and Var()?):i where X = X, (the sample mean)
n

These results hold regardless of the distribution of X.
17.Hypothesis Testing

Unknown population parameter

Point Estimate from a sample of size n

Mean, u Sample mean, X = 2
n

oo 2l =%

n-1

Variance, &

[T 1

st = = ZIZ—M

n—1 n n-1 n

Hypothesis Testing refers to the process involved in accepting or rejecting statements about the
population parameters using sample statistics to come to some decision. Some examples of population
parameters are population proportion, population mean and population variance.

A “Null Hypothesis”, denoted by Hy, is a statement about the value of the population mean . It

represents the status quo i.e. no change from what would be expected from past experience.

Ho: u=py, against Hy . p# 2-tail test
Ho: =y, against Hi . u> g, Upper-tail test
Ho: =y, against Hi . p<y, Lower-tail test

The 2 regions will lead us to a decision criteriq
(1) Reject H, if ¥=¢ or
(2) Do not reject H, if ¥<c.

Acceptance region ¢ Rejection (or critical) region

18.Correlation & Regression

S E-Ro-F Z"’”Z_I,,Zl
NZ -0 (T 0-77) z.rz_‘z‘“z Zyz_(zy)z
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